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I am very familiar with game addiction, as that’s what I thought about every day for rﬁore than
a decade. I hired product managers and engineers to track everything players did and analyze their
behavior. Using the data we collected, we experimented with evéry feature of our games to see
which versions allowed us to extract the most time and money from our players. For us, game
addiction was by design: It meant success for our business.

Here’s an example of how addiction is cultivated in gaming. If you have played mobile games
like Candy Crush Saga*, you are familiar with the concept of “lives.” You are given five lives a
day; each time you lose a game, you lose a life. Run out of lives, and you can’t play again until

your supply is replenished*. @O Why, you might ask, would someone get addicted if the

developers prevent plavers from gaming as much as they like?

I have used the same mechanic in my own. games, and this is how I explalned it to my
engineering team. Say I have a delicious chocolate cake. If I glvg you the entire cake, you might
eat the whole thing in one go becauée it’s the best cake you ever had. But you likely will
“overdose*” and may not want to touch chocolate cake again. What if, instead, I give you a tiny
slice each day? Gradually, you develop a daily habit, and you might end up buying 10 cakes from
me. That’s the ultimate goal: to build habit-forming games that have players coming back every
day. In other words, it takes away the decision-making. We wanted people to reach for their
phones first thing in the morning and jump right into our games, just as they check their social
media and emails.

For a long time, I didn’t see a problem. 1 saw our mission as bringing joy and

entertainment to players. This changed when my two toddlers* became old enough to take an
interest in playing the very games I had built. Thinking about my games in my daughters’ hands,
I had to confront what these products really were and what they could do. Knowing all the
techniques with which we tried to bring about addiction, I realized I didn’t want my childfen
exposed to that risk. My daughters are now 3 and 4 years old and I have yet to show them any of
the games I have designed. ‘

‘ There is some debate among researchers and health care practitioners* that gaming can
become a true addiction, but according to the World Health Organization*, ,“gaming disorder” can
“result in significant impairment in personal, family, social, educational, occupational or other
important areas of functlonmg

The over-the-top experiences* and rewards buﬂt into video games can stimulate our brains to

release dopamine*. Dopamine, the powerful “feel good” neurotransmitter*, motivates us to seek

more of these pleasurable activities. This is what can lead to ® l .

One recent study followed adolescent video-game players for six years. Most were able to

enjoy playing without any harmful consequences. But a significant minority, 10 percent,
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. developed pathological tendencies* related to video games, including havihg difficulty stopping
play. Compai‘ed with the other group in the study, these players displayed higher levels of
depreséio’n, aggression, shyness, problematic phone use and anxiety by the time they were
~ emerging into adulthood. ‘

I’m not proud that I had a hand in furthering these problems. As a matter of féct, I tell my
daughters that I make board games like the ones they play at.school. Whenever I encourage my
daughters to strive to make a pbsitive difference in the world, I question whether I have done the
same. » |

I am not suggesting that we regulate video games as China has. But here are @ three ways -
that we should think about addressing this issue: Start with parent training. Parents need to be
made aware of the negative impact of the video gameé they may be letting their children play. I
~ get that sometimes we need to occupy our kids, and it’s very tempting to hand them a phone. But
we need to be better gatekeepers. It’s hard to change a behavior if you can’t first measure it. Use
tools, such as Apple’s Screen Time or Google’s Digital Wellbeihg, to create awareness of just how
much time you or yoﬁr children are spending on games — youw’ll be surprised. Finally, strike a
balance. Games can be fun, of course; we just need to find moderation. When I was growing up,
my parents pushed me to eat more vegetables and fruits. With technology so integral to our lives,
we need to treat digital wellness like physical wellness and make sure we encourage behavior
that’s good for us. o

I have realized that T have a role to play, too, beyond keeping my daughters safe. Going
forward, I’ve decided to use my knowledge about video game design for good, to & try to

design educational games that are more engaging.

Recently I had a chance to pafticipate in a math program for young children at Stanford’s Haas
Center for Public Services. I worked with two kindefgartners and saw how technology and games
could help them learn. I asked them what they were interested in and created math games with
themes that they liked. |

The ohildrén were e};cited to play the games, and in two months, they went from skipping
numbers when counting to accurately counting from 1 to 100 and even doing simple addition.

Even so, I believe there is a lot more waiting for kids beydnd that screen.

H{BL ; The New York Times, Opinion, Guest essay, Oct. 2, 2022. X ¥ #¥r, —#&kE
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We are witnessing the ascendance of (Al Al tools such as ChatGPT and DALL-E can appear to
mimic* human intelligence, but they are computer programs that categorize, classify, learn, and filter data
to solve problems, make predictions, and perform other seemingly intelligent tasks. Al tools used in
medicine, like AT used in other domains, work by detecting patterns in large volumes of data. For example,
Al can leamn to detect anomalies* in medical images after being trained on large numbers of images of
anomalies. Medical Al has displayed impressive capabilities, especially in the field of radiology. Some Al
tools are at least as accurate as highly experienced radiologists in idenﬁfying disorders in medical images.

However, if medical Al tools are trained with data that are skewed* in some way, these tools can
exhibit bias. For example, an Al tool could be developed to detect disease in chest films. f—_-

@

Ideally, this tool would be highly accurate at identifying disease, and it would also be accurate for everyone.

However, 3 the tool would become biased if the training data included a preponderance of* images

with particular characteristics, such as chests of a certain size or shape or a pattern of difference in the way

that the images were marked as showing or not showing disease.
This example is rooted in reality. Medical Al tools, like other Al applications, can become biased

because of biases, both known and unknown, in the training data, and the bias may reflect societal
inequities. A recent article exploring the use of Al to diagnose disease on the basis of chest images noted
that even when trained with data sets of thousands of images, the Al model exhibited a pattern of
underdiagnosis in underserved* and racial and ethnic minbrity groups. This pattern was especially glaring
‘in intersectional groups such as Black .and Hispanic women. A medical Al tool like this one is notvonly
biased but is also a source of health inequity because there are already unjust health disparities* in un-
derserved and racial and ethnic minority groups (Figure 1). For example, in the United States, Black
persons are less hkely than White persons to receive an early diagnosis of lung cancer.

In this example, @ Al bias, which is also referred to as algorithmic bias, is consequential because it

can lead to algorithmic discrimination. The White House Office of Science and Technology Policy

recently identified algorithmic discrimination as a key issue in its Blueprint* for an Al Bill of Rights.
Research and scholarly communities also recognize the potential for Al bias to become algorithmic
discrimination. Some have offered technical solutions such as attempting to fix biased clinical data used
for Al training. One way to fix training data is to include demographically representative data sets by
bringing together, or “federating®,” data from various clinical institutions. Other solutions include
artificially creating demographic* diversity by imputing* data that are.missing from some demographic
categories or by creating new synthetic data where data do not exist. Efforts are also under way to create
new, diverse, and representative data sets for Al by including in the data sets a broad diversity of people
rather than artificially creating diverse data or patching different data séts together. The National Institutes



of Health recently launched the Bridge2 AT program, a $130 million effort to build, from the ground up,
diverse data sets that can be used to train and build new medical Al tools.
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Figure 1. Bias in Medical Al

The use of Al in a health-related nsk or outcome pxedicﬁon task (in this case, detection of disease in
chest radiographs in underserved patient populations) described by Seyyed-Kalantari et al. is shown. As
shown in Panel A, data are first extracted from clinical sources that reflect the contexts in which the data. |-
were acquired and recorded. Human biases, device-related biases (e.g., pulse oximetry showing
incorrect blood oxygenation in patients with dark skin), and systemic* biases from these sources ane
reflected in the data. As shown in Panel B, models are trained to maximize overall performarice, which
may result in benefit to one group at the expense of others. Modéls may also be unable to capture
necessary interaction effects between clinical features and group attributes. As shown in Panel C, model |
audits* are performed after training to ensure that important meﬁ*ics, such as the incidence of false
positive “underdiagnoses,” are not markedly lower in one subgroup than in others. In the pie charts,
white letter indicates the greatest incidence of false positive underdiagnoses. Subgroup performance
audits are a key first step in révealing underlying* issues that should be addressed before model
integration.
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. The Al would learn to identify diseases from these images.

. The tool would be trained with the use of a data set composed of thousands of images of chest

films with or without disease.

. When shown a new image, the Al tool ' would be able to determine whether evidence of disease

was present on the chest radiograph.
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